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#### Abstract

In 1972 the New Zealand Council for Educational Research (NZCER) published a series of mathematics tests, the Progressive Achievement Tests in Mathematics (PAT Mathematics). In 2005 NZCER published a completely revised edition of these tests, centred on a qualitatively described Rasch measurement scale on which student achievement in mathematics from Year 4 to Year 10 can be measured. Reporting of student achievement is done both with reference to year level norms and to the skills that define each level of achievement. This paper describes the construction and description of this Rasch measurement scale and the innovative methodology for norming the published test forms. A distinction is made between trial forms, norming forms and published forms. The national norms for each year level from Year 4 to Year 10 provide a national profile of development in mathematics. The methodology used to construct the scale employed common-item equating to establish links between tests targeted at the different year levels. Common item equating was also used to link the NZCER scale with a similar scale developed by the Australian Council for Educational Research (ACER). The confirmation of a common underlying construct ended in a single NZCER/ACER scale for the measurement of development in mathematics on an interval scale in the same measurement unit, the patm. Results may be reported with reference to Australian or New Zealand norms for any year level for which data were collected. New tests can be calibrated onto this scale and normed with existing data. The transformation of test scores to scale scores makes possible the comparison of results obtained with any of the tests that are calibrated on the scale.


## The Progressive Achievement Test of Mathematics

In 1972 the New Zealand Council for Educational Research (NZCER) published a series of mathematics tests for students in Years 4 to 10 (Reid, 1974 and 1993), entitled the Progressive Achievement Test of Mathematics (PAT Mathematics). The tests were part of a range of Progressive Achievement Tests (PATs) developed for New Zealand schools in the late sixties and early seventies that included tests of reading (comprehension and vocabulary), listening, and study skills (Reid, 1969 and 1991, 1971 and 1994, 1978).

The development of the PATs was based on Classical Test Theory (CTT). Achievement on each test was reported in the form of year level and age level norms using percentiles and stanines. For example, students in a particular year group who scored at the fiftieth percentile achieved a test score (raw score) that was greater than or equal to the test scores achieved by $50 \%$ of the students who sat the test as part of a reference group carefully chosen to represent the national cohort of students at that year level. Schools were encouraged to use the test results to record student progress and to help teachers group their classes for instruction. Although use of PAT Mathematics was not mandatory, most schools did administer it.

The original PAT Mathematics was made up of two parallel series of test forms. Both series involved seven forms called parts, with each part targeted at a specific year level. Multiple choice items were used exclusively in each test, with half of the items in each form shared with the form immediately below in the series and the other half with the form immediately above. The parallel test forms were developed to be used in alternate years and ensured that students did not repeat any of the overlapping items from one year to the next. Initially, PAT Mathematics was provided free to schools by the New Zealand government. After the education reforms of the early 1990's, schools who wanted to continue using PAT tests had to purchase them directly from NZCER. A large number of schools continued to do this. A revised edition of the test following the same design but with updated norms and some new and revised test items was published in 1992.

In 2004 NZCER embarked on a project to redevelop and update the norms for PAT Mathematics in collaboration with test developers and psychometricians from the Australian Council for Educational Research (ACER). At that time ACER staff were working on a revision of the ACER PATMaths instruments. During the 1980s ACER had also developed a range of PAT tests (e.g. ACER, 1984). Originally based on the New Zealand designs, subsequent revisions of the Australian tests lead to the development of Rasch Measurement (RM) scales (ACER, 1997) and innovative reporting templates (ACER, 2001; Lindsey, 2005). It was decided that the new NZCER version of PAT Mathematics should be developed according to the requirements of RM (Andrich, 1988). In addition, it was agreed that NZCER and ACER would carry out an equating study aimed at the construction of a common NZCER/ACER PAT Mathematics measurement scale.

## Rasch Measurement

The development of mathematical knowledge and skills can be mapped along a continuum. As students' knowledge increases and their skills become more sophisticated, they move along the continuum. A student's level of mathematical knowledge and skills is not directly observable, but can be inferred from responses to test items designed to probe mathematical understanding. Each test item requires a certain level of mathematical knowledge and skills in order to be answered correctly.

Progress in mathematics can be measured by constructing a scale that represents this mathematics continuum - a map of mathematical competencies. Such a scale would allow us to locate the achievement levels of different students. It would also allow us to locate the
knowledge and skills required to correctly answer test items. Each student achievement corresponds to a fixed location on the scale (student location) and each item (in terms of its difficulty in relation to other items) has a fixed location on the same scale (item location).

Test scores in CTT are indicators of level of student achievement. However, test scores (number of items answered correctly) depend as much on the complexity of the test items as on the skill levels of the students. In a similar way, the facility of each item (the proportion of students answering an item correctly) depends as much on the level of the skills of the particular group of students taking the test as it does on the level of skills that each item requires to be answered correctly. As a result, test scores and item facilities must always be interpreted in terms of the particular test used to generate the test score and the particular sample of students who sat the test containing the items. There is no scale of measurement in CTT that defines a continuum on which both student achievement and item difficulty can be located. In fact there are two scales containing the same information presented in two different ways, one through test scores and the other through item facilities.

Separating the estimation of item locations from student achievement is central to Objective Measurement (OM). OM requires the relative location of pairs of items to be the same for students at any location on the scale (within measurement error and in the absence of misfit), and it requires the location of achievement to be independent of the particular set of items included in the test or tests administered (Thurstone, 1928). Both requirements are identical to those used for measurement in the physical sciences.

OM in education is achieved through the application of the Rasch Measurement model, which was developed by the Danish mathematician Georg Rasch in the 1950s (Rasch, 1960). RM has been applied in the construction of interval scales in education and other fields around the world since the 1960s.

## Constructing a Rasch measurement scale

RM assumes that the observed achievements of students and the observed relative difficulties of test items can be represented by fixed locations on an interval scale. Each location on the scale is said to correspond to a certain amount of the attribute being measured. RM then proposes a mathematical model to predict the probability of success for any student on any of the items calibrated onto this scale. According to the model, this probability depends only on the difference between the respective scale locations of student and item. A student who is at the same location as a group of items is expected to answer $50 \%$ of these items correctly. The same student is expected to answer correctly more than $50 \%$ of items located lower on the scale and fewer than $50 \%$ of items located higher on the scale. A consequence of this assumption is that the location of items on the scale is independent of the distribution and position of student locations on the scale. The same item locations are expected, within error and in the absence of misfit, for different distributions of student achievement.

RM produces measures that are recorded on an interval scale in a unit called the logit. This means that an increase of one logit in any part of the scale represents the same size growth in knowledge and skills anywhere else on the scale. Test scores and percentiles do not have this property-they are ranks rather than measures. Identical changes between two test scores may represent different amounts of change in the knowledge and skills represented by the scale score (in logits or patm units). For students achieving around the mean score in a test, a change of one mark or one percentile represents only a very small change in the scale score. However, for students achieving towards the top or bottom of their year level, a change of one test mark represents a much larger change in the scale score.

The construction of an RM scale for mathematics involves writing items designed to assess mathematical knowledge and skills, trialling the items, and collecting norming data by means of test forms assembled using trialled items. By including common items in tests, or administering more than one test to the same selection of students, all items can be linked across the different test forms. The data are then analysed with the Rasch model, initially to estimate the relative location of items on the scale (item calibration). A meticulous fit analysis, examining each item in the light of both statistical fit indicators and graphical displays, shows how well the data fit the measurement model and exposes any items that did not perform as well as expected. Once the scale is finalised, it becomes possible to estimate student locations on the scale and obtain the distribution of student achievement by year level. During the development of PAT Mathematics, RM was applied in the piloting, trialling and norming stages to make sure all items fitted within acceptable tolerances. Items that did not fit the model satisfactorily were excluded from the final tests.

The practical outcome of applying RM is a bank of items distributed along a single measurement scale that can be described qualitatively to show the range of mathematics knowledge and skill levels appropriate to student from Year 4 to Year 10. Items from this bank can then be combined into test forms that best target the location of students in the representative norming sample for each year level.

The ability of RM to transform test scores into scale scores allows us to measure achievement without having to indicate the level of difficulty of the test administered to a student. It is important to note, however, that not all the tests are suitable for administration to any one group of students. To be suitable, the test has to match their range of knowledge and skills. A test that is relatively very easy or very difficult will result in large errors of measurement on the scale.

Once constructed, a scale can be described qualitatively by examining the items in each region of the scale and summarising the knowledge and skills that are characteristic of these items. A student located at any point on the scale is likely to have mastered the skills below that location and less likely to have mastered those above. A student achievement in PAT Mathematics can be reported in terms of both the knowledge and skills exhibited (formative reporting) and the relative position in the distribution of locations of students in a given year level (normative reporting).

## The test design and development process for the new NZCER PAT Mathematics

To begin the development process, specifications were drawn up to describe the structure and content of the proposed tests. It was decided that the new PAT Mathematics would be made up of seven separate tests, each targeted at a particular year level from Year 4 to Year 10 and each with its own set of unique items. The use of multiple choice items would be retained, but because there were no plans to use overlapping items in the published test forms, it was decided not to construct parallel tests. A two year development process of item piloting, item review, and national trials was mapped out.

The test specification documents were used as a basis for writing a pool of new items and reviewing the 400 existing items. Of the existing items, 23 were retained virtually unchanged, while a further 52 were modified. A national panel of New Zealand mathematics education experts reviewed all the potential items (new and revised) for their fit to the curriculum, their use of language and the choice of distracters.

Items that were accepted by the review process were then piloted with a small number of students. Item statistics, such as the percentage of students answering the item correctly (the item facility) and the point biserial coefficient (the correlation between scores on an item and
scores on the whole test form), were used to help select items for further development. Items that performed poorly in piloting were usually amended and piloted again before a decision was made whether or not to include them in any further work.

## The national trials

The next stage of the development process involved two national trials. The first, held in October 2004 became known simply as the national trial. It involved approximately 250 students at each year level and was used to collect data on the performance of the items, including their ability to target particular year groups. The first national trial also helped determine what further item development work was required and presented an opportunity to develop systems to be used in the second and much larger national trial, which was called the norming trial. The norming trial was held in March, 2005 and involved close to 2000 students at each year level.

The schools involved in both trials were chosen as part of stratified random samples. The stratification variables used were school type and decile level. The samples were selected in three parts: a separate sample for Years $4-6$, Years $7-8$ and Years $9-10$. The number of students in the national sample by strata is shown in Table 1. Each school selected as part of the sample was asked to provide one class of students at each year level. Some schools provided more than one class per year level.

| Year Level | School Type | Decile1-2 | Decile 3-8 | Decile 9-10 |
| :--- | :--- | :---: | :---: | :---: |
| $4-6$ | Full-Primary | 139 | 1046 | 523 |
|  | Contributing | 472 | 1164 | 955 |
|  | Composite | 31 | 30 | 246 |
| $7-8$ | Full-Primary | 263 | 1207 | 725 |
|  | Intermediate | 158 | 1004 | 292 |
| $9-10$ | Secondary 7-15 | 0 | 309 | 256 |
|  | Secondary 9-15 | 243 | 1146 | 940 |
|  | Composite | 0 | 0 | 157 |
|  |  | 1306 | 5906 | 4094 |

Table 1 Numbers of Students in the Norming Trial by Strata
Both trials involved the construction of seven core test forms from the bank of items, with each form targeted at a particular year level. To ensure the test forms could be linked across year levels, six hybrid forms were also constructed by combining half of the items in each core form with half of the items from the core form for the year level above. This meant for instance, that hybrid form 2A (Test 8 in Figure 1) was prepared by combining half of the items from Core Form 1 (Test 1) with half of the items from Core Form 2 (Test 2).

In addition to the core and hybrid forms, three more forms containing a mixture of NZCER items and items from ACER's version of PAT Mathematics were also prepared. These forms were designed to collect data to equate ACER's tests with their NZCER counterparts. The three equating forms were targeted at Year 4 , Year 7 and Year 10 respectively. A similar
design was adopted in the collection of Australian norming data for the ACER PATMaths tests. NZCER items were included in three of the ACER norming tests.

In total 16 test forms where used to collect trial data. Figure 1 below shows the data collection design used for the two national trials. The numbers provided relate to the norming trial.


Figure 1: NZCER PAT Mathematics Norming Design

## Item calibration

After each trial, student data from each test form was initially analysed separately. The computer program Quest (Adams, 1996) was used to calibrate the items onto a RM scale. A fit analysis, examining each item in the light of both statistical and graphical indicators showed how well the data fitted the measurement model and exposed any items that did not perform as well as expected. Only a handful of items were excluded from the final tests on the basis of their performance in the trials.

After the initial separate analysis, a joint analysis was carried out to locate all the items from the tests on a common scale. The common item equating design used in the collection of data made this possible. The use of hybrid forms meant that students from each year level were administered some items that had also been administered at adjacent year levels. All items used in the trial could therefore be calibrated in relation to each other on the same scale. Figure 2 shows a graphical representation of the item calibration provided by the Quest program. The locations of the items are displayed on the right, with each item identified by an analysis number. The scale locations of the students are shown on the left of the display. In this display an ' X ' represents 19 students.


Figure 2: Calibration of the items on the NZCER/ACER PAT Mathematics scale

## Equating ACER and NZCER's PAT Mathematics scales

The inclusion of ACER items in the collection of norming data in New Zealand allowed the calibration of ACER items on the newly constructed NZCER scale. The equating of the NZCER scale with the ACER scale was based on a comparison between the two sets of item
calibrations. A direct and consistent relationship was established, allowing a simple additive adjustment to be made to NZCER's new scale to equate it with ACER's existing scale. In effect, there was now a single NZCER/ACER continuum for the measurement of development in mathematics on an interval scale with the same measurement unit, the patm. A consequence of the single scale is that results on both the NZCER and ACER versions of PAT Mathematics may be reported with reference to Australian or New Zealand norms for any year level for which data are available.

## The PAT Mathematics scale

Figure 3 shows another representation of the items calibrated onto the PAT Mathematics scale. This time the items are categorised according to their position in the final published test forms and the scale is shown in patm units. For these tests the scale shows achievement from 5 patm to 105 patm. Item 15 in Test 1 is the easiest question in the tests, and is located low on the scale at 8.6 patm. The hardest question is Item 36 in Test 7, and is accordingly located higher on the scale at 83.5 patm.


Figure 3: NZCER PAT Mathematics items by test

## Properties of the PAT Math ematics scale

The choice of numerical values and the names of units to assign to an RM scale is arbitrary. This is similar to measuring temperature, where degrees Celsius and degrees Fahrenheit can both be used to mark the scale. The unit of measurement used to express locations on the PAT Mathematics scale, patm, is the result of a linear transformation of the probabilistic unit used in the Rasch model to estimate locations on the scale. This unit is called the logit. The transformation from logit to patm is:

PAT Mathematics scale score $($ patm $)=10 \times \operatorname{logit}+50$
It follows that:

- 1 patm unit is equivalent to 0.1 logit;
- the mean location of all the items calibrated onto the scale is set to 50 patm;
- a student located at any point on the scale ( $b$ patm units, for example) is expected to answer correctly $50 \%$ of the items at that location, just under $30 \%$ of the items 10 patm units higher, and just over $10 \%$ of the items 20 patm units higher. Similarly, the same student located at $b$ patm is expected to answer correctly just over $70 \%$ of the items 10 patm units lower, and just under $90 \%$ of the items located 20 patm units lower than $b$.


## Examples of items calibrated on the PAT Mathematics scale

Figure 4 shows four examples of PAT Mathematics items and their location on the PAT Mathematics scale. As a group the items illustrate the increasing sophistication in mathematical knowledge and skill required to successfully answer items at increasing scale locations. Item 23 from Test 1 for instance, is the example item shown with the lowest location on the scale ( 20 patm units). This item requires a basic understanding of addition and can be answered successfully by using a "counting on" strategy. If a part-whole strategy or an addition algorithm is used, the number of ones accumulated in the addition does not have to be renamed as a ten. The next highest item, Item 23 from Test 3 at 34 patm units requires a more sophisticated understanding of number. Here a student must know how to decompose a three digit number, including how to rename the six hundreds as sixty tens. More sophistication again is required to answer Item 22, which is located at 64 patm units. For this item students need to be able to order decimal numbers and in particular appreciate that whole number thinking is not appropriate when dealing with decimal representations. Finally, the example item shown with the highest scale location (Item 40 from Test 6 at 74 patm units) not only involves a developed understanding of number, but also the ability to recognize and exploit geometric relationships. For instance, a student might recognise that the angle shown is one third of a full three hundred and sixty degree turn.

By analyzing the items in terms of their content and their locations on the PAT Mathematics scale, test users can begin to appreciate how the mathematical construct underlying PAT mathematics progresses.

## Item characteristic curves

Each of the example items in Figure 4 is displayed next to its item characteristic curve (ICC). Produced from the norming trial data using the program Conquest (Wu, 1998) ICCs such as these were one of the indicators used to analyze the fit of each item to the RM model.

The smooth curve of each ICC indicates the expected proportions of students to answer the item correctly at various locations on the scale. The dots represent the observed proportions of students who answered the item correctly at various locations on the scale. Differences between expected and observed proportions indicate misfit. All of these items displayed in Figure 4 show acceptable fit. Item 22 from Test 4 does show some misfit. This item is discriminating more than expected, with greater proportions of high achieving students and lesser proportions of low achieving students answering this item correctly than was expected.


Figure 4: Example PAT Mathematics Items with Scale Locations and Item Characteristic Curves

## Developing year level profiles of achievement

Once the items were calibrated on a single scale it became possible to locate student achievement at each year level on the same scale. Again, the computer program Quest was used, this time to calculate the best estimate of student locations on the scale given the calibrations of the items used in each test form. The random sampling used in the trials meant that the resulting distributions of student achievement at each year level represented a national profile of achievement in mathematics from Year 4 to Year 10.

This methodology used to develop student profiles of achievement or norms represents a radical departure from CTT. As discussed previously, student norms in CTT can only be understood in terms of the actual test that is used to collect the norming data. As a result, a trial form used in CTT must be the same or nearly the same as the one that is ultimately published. In RM the location of students on the scale does not depend on which test forms were used to collect the data or which forms are finally published. Norms can be developed using data from multiple test forms and then applied to any other form constructed from items calibrated onto the scale. As noted, for PAT Mathematics a minimum of two different test trial forms were used to collect student data at each year level (a core form, a hybrid form, and in the case of Years 4,7 and 8 a joint NZCER/ACER equating form). As will be discussed later, changes were made to the core forms, before final test forms targeted at particular year levels were constructed for publishing.

Figure 5 shows the distribution of student achievement by year level on the PAT Mathematics scale. As can be seen, the mean scale score for each year level increases at a fairly constant rate.


Figure 5: Distribution of student achievement by year level

## Differential item functioning

During the revision of PAT Mathematics careful attention was given to gender and ethnic bias.

First in what is essentially an exercise in judgement, the test development team and the national review panel reviewed each item to evaluate the extent of possible bias in language or presentation. A member of NZCER's Te Wananga Kura Kaupapa Maori also examined test forms for evidence of cultural bias. Any suspect items were either modified or excluded.

The second approach was statistical; it exposes or detects differential item functioning (DIF) for two groups of students. Individual items were examined to see whether performance on any of the items was different for any particular subgroups within the national samples. DIF analysis was carried out according to both ethnic group and gender. These analyses identified a handful of items that appeared to function slightly differently for different genders or ethnic groups. However, these differences at the item level did not have a noticeable affect on the overall test performance. Therefore no items were excluded on the basis of DIF.

## Describing the scale

The ability of RM to locate both test items and student achievement on the same scale made it possible to describe student achievement at different locations on the PAT Mathematics scale in terms of the types of mathematical knowledge and skills tested by items situated at the same locations on the scale. To develop this description, items were first divided into their different content categories, for instance Number Knowledge and Number Strategies. They were then further divided into groups of items involving similar conceptual material, for instance items dealing with fractions. Each of these subgroups was then ordered according to their locations on the Rasch scale and items with similar scale locations examined for common features. The features were described and the descriptions attached to the appropriate location on the scale. This process resulted in six levels of descriptions on the scale for each major content area. A sample of these descriptions is shown in Figure 6.

## Locating curriculum levels on the PAT Mathematics scale

The use of RM also made it possible to show how items representing different levels of the New Zealand Mathematics Curriculum were distributed on the scale. First, each item was allocated to the curriculum level it was judged to represent. The curriculum levels of the items were then plotted against their scale locations, making it possible to show where items from different curriculum levels appeared on the scale. As expected, there was no strict delineation between items at different curriculum levels. Instead the curriculum levels overlapped, with the mean item difficulty for each curriculum level rising steadily. The pattern of curriculum levels can be seen to the right of the descriptors in Figure 6.


Figure 6 The PAT Mathematics scale, with sample descriptors

## Preparing the published test forms

The make up of the final test forms for publishing was decided after the collection of the norming data. At each year level, items were selected to represent the content categories of number knowledge, number strategies, geometry and measurement, statistics and algebra. To ensure the final test forms targeted the distribution of student achievement at each year level, the match between an item's location on the scale and the distribution of achievement for the year level being tested was carefully considered before the item was included in a form. Once a final selection of items had been made, a score conversion table was constructed for each test form to allow test scores (raw scores) to be converted to scale scores in patm units.

Figure 7 uses percentage test scores to show the relative difficulty of the seven published tests. Percentage scores for each test are shown, along with their corresponding scale scores. As the number of items in each test differs, percentage test scores provide a useful method of comparison.

Figure 7 shows that Test 1 is the easiest test, with a $50 \%$ test score converting to 29.5 patm. Test 2 is slightly more difficult, with a $50 \%$ score that is 9 patm units higher than Test 1 . As can be seen, the tests become progressively more difficult. The most difficult test is Test 7, with a $50 \%$ score at approximately 66 patm.

The difference in difficulty between the easiest and most difficult of the tests is considerable. A percentage test score of 10 on Test 7 , for instance, is the same level of achievement on the PAT Mathematics scale as a percentage score of almost 72 on Test 1.


Figure 7: Test Characteristic Curves

## Reporting test results

To help teachers analyse student performance, a student report for each final test form was developed. Each report is made up of two parts. The first part allows the teacher to locate the student on the scale and to compare this achievement with the location of the test items and with student norms at three adjacent year levels. The second part allows a student's location on the scale to be compared with a series of scale descriptors for each content area assessed in the test.

Figure 8 shows an example of the first part of the report for a fictitious student Christina Brown. Christina has scored 24 in Test 3 and a solid line has been drawn across the page at the location of her scale score ( 51.0 patm ). At the left of the report the line intersects the three strip graphs that show the national profiles of achievement at Years 5, 6 and 7. This shows that for Year 6 students, Christina's achievement places her in stanine 6 (slightly above average).

On the right of the report the line separates the test items into two groups: those above Christina's location on the scale and those below. All of the 24 items that Christina has answered correctly have been circled. This can be used to show unexpected answering patterns. For instance, if items have been answered correctly that are well above Christina's achievement level, or incorrectly that are well below her achievement level, Christina's pattern of answering is consistent with her scale location. A significant amount of deviation from the expected pattern would indicate that the measurement involves misfit.

The two dotted lines in Figure 8 have been drawn to indicate the precision of the measurement. These lines provide a range within which we can be reasonably sure that Christina's true location on the scale actually lies. The level of precision depends on the test score. A high or low test score results in larger measurement errors than scores in the midrange for a test. The vertical line segments shown on the left of the scale indicate the level of precision possible at different scale locations for this particular test.

Figure 9 shows the second part of Christina's report. Here the descriptors for the Number Knowledge component of the test are displayed. Other descriptors are also available for the other content categories in the test. Again a line has been drawn across the page at the level of Christina's scale score. The blocks of descriptors that are below the line refer to items that given Christina's scale score, we can expect to be answered correctly. She should also be able to give correct answers for about $50 \%$ of the items described by the block of descriptors situated at the same level as her scale score. Any blocks of descriptors that are located above Christina's scale score refer to the knowledge and skills involved in questions that she is less likely to be able to answer successfully.


Figure 8: Sample Diagnostic Graphical Student Report Part 1
Number
Snowledge

Figure 9: Sample Diagnostic Graphical Student Report Part 2

## Discussion

The Rasch measurement methodology adopted in the norming of the PAT Mathematics tests has considerable advantages over the traditional norming (TN) methodology (e.g. de Lemos, 2000) in which there is no calibration of all items in the tests onto a common measurement scale. Instead, each test is normed on separate samples of students and independently from the other tests in the study. Tests that are assumed to be of the same difficulty (parallel forms) and forms containing common items are often included in the published version of these norming studies (e.g. ACER, 1986) to provide some form of comparability of results from various tests.

The calibration of all items on the same Rasch measurement scale has the following advantages:

1. The "sample-independent" property of the estimation of item location on the scale allows all data collected for each item, including data from students in different year levels and data from different tests in which an item was included, to be used to locate it on the scale, thus reducing measurement error. In TN there is no estimation of item location on a measurement scale. Only the sample-dependent item facility is used as an indicator of item difficulty. More than one facility is reported for items included in different forms.
2. The "instrument-independent" property of the estimation of student location on the scale allows all data collected from students in a year level, including data obtained with different tests, to be used in the norming of test forms for each year level, thus reducing sampling errors. All data collected, including the data on equating forms, are used to estimate student location on the scale. Each form can be normed with data from all year levels for which data were collected, including year levels to which a particular form was not administered. In TN each test is normed only on the data collected with that test.
3. The calibration of all items on the same scale allows a thorough analysis of fit of the data to the Rasch model and a qualitative description of the scale showing the construct as a developmental continuum of mathematical skills. Both normative and formative reporting are possible. Both questions "how well has a student achieved compared to some meaningful sample and what does it mean substantively for a student to have achieved a particular score on a test?" can be answered. In TN studies only normative reporting in terms of percentiles, stanines and similar statistical indicators is possible (e.g. de Lemos, 2000).
4. The calibration of all items on the same scale allows distribution of student achievement in a year level to be compared with other year levels on an interval scale showing growth trajectories across year levels. Only distributions of student achievement in terms of test scores that are not comparable are available in TN, thus it is not possible to report growth from year level to year level.
5. The calibration of all items on the same scale allows comparability of the relative difficulty of all tests. The Rasch difficulty of tests, which is independent of the location of student achievement on the scale can be expressed in logits. In TN the difficulty of tests cannot be compared independently of student achievement.
6. New test forms can be calibrated on the constructed scale and the already existing reference distributions of student achievement by year level can be used to norm new test forms or any set of items from the item bank. After a collection of equating data with either common items or common people, the new items can be located on the existing scale. A score equivalence table can be compiled for each new test form and thus normed on the existing distributions of student locations by year level (e.g. Stephanou, 2006). In TN new
norming data must be collected to norm a new test form because none of the existing data can be used for the new norming.
7. The Rasch measurement scale allows the estimation of the expected facility for each item according to each year level sample for which data were collected (Darr, 2006). In TN only the item facility observed for the year levels for which data were collected can be reported.

The norming methodology described in this paper has its precursor in a norming study of reading comprehension tests with cloze type items, the "Tests of Reading Comprehension" (TORCH) which was completed in Western Australia (Mossenson, 1987). The first statewide numeracy and literacy testing program in Australia (Masters, 1990) that made use of the Rasch methodology was followed by the adoption of the new methodology in the other Australian states and territories, and by developments that are leading to national tests in 2008 for monitoring student achievement at years 3, 5, 7 and 9. The wide acceptance of the methodology that followed is due to improvements in the following areas: analysis of the data and reporting of results (e.g. the W.A. Monitoring Standards in Education public reports that are available on line at http://www.det.wa.edu.au/education/mse/reporting.html), the intuitive explanation of underlying objective measurement ideas, and the understanding of the advantages of methodologies based on scale scores over those based on raw scores. PAT Mathematics is an example of this development in educational measurement.
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